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Does the brain activity underlying the production of deception differ depending on whether
or not one believes their deception can be detected? To address this question, we had
participants commit a mock theft in a laboratory setting, and then interrogated them
while they underwent functional MRI (fMRI) scanning. Crucially, during some parts of the
interrogation participants believed a lie-detector was activated, whereas in other parts they
were told it was switched-off. We were thus able to examine the neural activity associated
with the contrast between producing true vs. false claims, as well as the independent
contrast between believing that deception could and could not be detected. We found
increased activation in the right amygdala and inferior frontal gyrus (IFG), as well as the
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“lie-detector” was not real, and comprised two mock electrodes
and a finger grip to imitate a polygraph test.

Two rooms were used in the mock-theft stage. The rooms were
marked “red” and “blue” by pieces of appropriately colored paper

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Sip et al. Belief in lie-detection modulates deception

to take the memory stick rather than the earphones, claiming in
debriefing that they found it more appealing; the fact that the
choice was not random confirms that the task was engaging and
personally relevant.

Eight of the 17 participants reported that they had tried to
use strategies to avoid detection. Strategies included attempting
to control their breathing, focusing on something else, silently
repeating in their heads I didn’t steal anything, or trying to prolong
their response times when giving truthful answers in an attempt
to confuse the interrogator (e.g., one participant said “I would
delay giving a response when asked about the object I didn’t steal
to create confusion”).

All the participants reported that they found the interrogation
realistic (i.e., none of them suspected that the questions they were
asked were actually pre-recorded), though unsurprisingly, some
of them noted that they would have been more nervous if the
interrogation had not taken place in the context of an experiment.
The majority of the participants (12 out of 17) reported that they
found it easier to lie when they were told that the lie-detector was
inactive.

BEHAVIORAL RESULTS
To examine whether the belief that a “lie-detector” was active
affected participants’ production of deceptive responses, we
examined reaction time (RT) data (Nuñez et al., 2005; Abe
et al., 2007; Kozel et al., 2009). RTs were calculated as the
duration from the end of a question to the participant’s but-
ton response. A 2 (belief: “lie-detector” on, “lie-detector”
off) × 2 (question type: theft-related truth-eliciting, theft-
related falsehood-eliciting) repeated-measures ANOVA revealed
no main effects [belief: F(1, 16) = 0.169, p = 0.69; question
type: F(1, 16) = 0.00, p = 0.97], and no interaction between
belief and question type [F(1, 16) = 2.381, p = 0.142; see
Figure 2]. The similarity between the RTs evoked by ques-
tions in the different conditions calls into question previous

FIGURE 2 | Mean RT under the different conditions. Separate means are
given for false, true and general responses with the lie-detector “on” and
“off”. Error bars represent one standard error of the mean. Participants’
responses were slower for general questions than for theft-related
questions. RTs to truth- and falsehood-eliciting theft-related questions did
not differ, and RTs were not modulated by whether the lie-detector was
“on” or “off.”

reports (e.g., Nuñez et al., 2005; Abe et al., 2007; Kozel et al., 2009),
which suggested that RTs could be used to distinguish deceptive
and truthful behavior (but see the Discussion, where we note the
limitations of using RTs in the present context).

Interestingly, examination of the general questions indicated
that they evoked longer RTs than theft-related ones. Indeed,
including them in the statistical analysis, by running a 2 (belief:
“Lie-detector” on, “Lie-detector” off) × 3 (question type: theft-
related truth-eliciting, theft-related falsehood-eliciting, general
truth-eliciting) repeated-measures ANOVA revealed a main effect
of question type [F(2, 32) = 10.1, p < 0.05], but no main effect
of belief [F(1, 16) = 0.71, p = 0.41] nor an interaction between
belief and question type [F(2, 32) = 1.78, p = 0.19] (Figure 2). To
investigate the main effect further, post-hoc paired t-tests [cor-
rected for multiple comparisons using the sequential Bonferroni
method (Holm, 1979; Rice, 1989) and collapsed across the belief
conditions, as there was no main effect of belief] were con-
ducted. The tests indicated that participants’ responses to general
questions were slower than to either the theft-related falsehood-
eliciting [t(16) = 3.45, p < 0.05] or theft-related truth-eliciting
questions [t(16) = 3.31, p < 0.05]. RTs to theft-related truth-
eliciting and theft-related falsehood-eliciting questions did not
differ [t(16) = 0.02, p = 0.99]. These findings suggest that the
increased arousal caused by being asked theft-related questions
may have increased the speed with which participants responded
to such questions, but the specific content of the questions—
whether or not they referred to the object the participant had
stolen—did not modulate response times. A different possibil-
ity that must be acknowledged is that the pre-recorded theft-
related questions were easier to discern while they were still
being read out, leading to uniformly faster responses than general
questions did.

Three participants explicitly stated in the post-scan question-
naire that they tried to slow their truthful responses in order to
mislead the interrogator. However, the behavioral data show that
although these three participants made slower responses over-
all, the patterns of their RTs did not differ from the rest of the
group. Despite their claims, their response times were actually
slightly faster for true compared to false claims. Excluding these
participants did not alter the pattern or significance of any of the
analyses reported.

Participants missed an average of 3.62 trials (SD = 4.1) out
of a total of 104 trials. One participant missed 14 trials and was
the only outlier in terms of missed responses (>3 standard devi-
ations from the mean). This participant’s behavioral responses
were otherwise within 3 standard deviations from the mean on all
measures, and excluding this participant did not alter the pattern
or significance of any of the analyses reported.

IMAGING RESULTS
To examine the effect of belief on the brain activity underly-
ing the production of deception, we examined BOLD responses
evoked by questions in a factorial design with the factors belief
(lie-detector on or off) and behavior (true or false responses).
Investigations comparing the neural activity associated with
true and false responses have been carried out before, and
we expected to find increased activation for false (compared
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to true) responses in similar regions to those found in those
previous studies (Ganis et al., 2003; Langleben et al., 2005;
Abe et al., 2007; Baumgartner et al., 2009; Kozel et al., 2009;
Sip et al., 2012): amygdala, IFG, and PCC. Our main ques-
tion, however, was whether the difference between the neural
activation evoked by false and true responses would be mod-
ulated by participants’ beliefs about whether their deception
could be detected, and whether such modulation would occur
in all or only in a subset of the regions that process deception
production.

Significantly activated regions identified in the second level
analysis are detailed in Table 1. The tests revealed a main effect of
response type, whereby producing deceptive responses was asso-
ciated with higher BOLD activation, in the right amygdala and
IFG, and in the left PCC (Figure 3). There were no regions in
which a main effect in the opposite direction (true > false) was
observed, and no regions showed a main effect of belief in either
direction (lie-detector on > off or off > on).

In addition to the main effects reported above, we found a sig-
nificant interaction between belief and behavior in two regions:
the right hippocampus/parahippocampal gyrus (Figures 4A,B)
and the left temporal pole (Figures 4C,D), regions that have both
been previously associated with social processes such as theory
of mind and face recognition (Olson et al., 2007), and decep-
tive decision-making (Ganis et al., 2003; Mohamed et al., 2006).
Examination of the patterns of responses in these regions reveals
that the interaction was due to greater activation when producing
deceptive, compared to truthful, responses when the lie-detector
was believed to be on, and a reversed pattern when the lie-detector
was believed to be off.

To further investigate the effects underlying the interaction, we
analyzed the BOLD responses associated with the simple effects of
deceptive vs. truthful responses in each belief condition. For the
right hippocampus/parahippocampal gyrus, we found that when
participants believed the lie-detector was on, activation when
producing deceptive responses was significantly greater than
when producing truthful responses [t(16) = 5.397, p < 0.001].
However, when the lie-detector was believed to be off both kinds
of response were reduced and were not significantly different
from each other [t(16) = 1.6, p = 0.14]. Belief that lies could be
detected thus led to differential responses in this region. For the
left temporal pole, there was again significantly greater activation

when producing deceptive (compared to truthful) responses in
the “lie-detector on” condition [t(16) = 2.54, p < 0.05]. However,
this difference was reversed in the “lie-detector off” condition,
in which truthful responses led to significantly greater responses
than deceptive responses [t(16) = 3.643, p < 0.01].

DISCUSSION
We conducted an fMRI investigation to test whether beliefs
about how detectable deception was would affect the neural
activity involved in producing it. Specifically, we studied the
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FIGURE 3 | The main effect of response (false > true). Panels on the left
show the activation cluster and panels on the right show mean parameter
estimates in the activation cluster in the right amygdala (A and B), right IFG

(C and D), and left PCC (E and F). Deceptive responses in these regions
yielded higher BOLD activation than truthful ones, and this difference was not
significantly modulated by belief about whether the lie detector was on or off.

participants could have decided what response to provide before
the question was fully articulated. However, the actual response
could only be provided after the question was posed, so cal-
culating RTs as the elapsed time from the end of the question
was the only way to avoid additional assumptions regarding
the point in time at which participants decided what answer to
give. This calculation also avoided false-positive difference in RTs
that might be caused by differences in the lengths of the posed
questions.

Our neuroimaging results demonstrate that the assumption
that the same brain regions would always be either active or inac-
tive when one tells a lie or the truth, respectively (Mohamed
et al., 2006) is an oversimplification. Neural activity in various
regions, including the ACC, DLPFC, IFG, the caudate nucleus,
and the amygdala (e.g., Kozel et al., 2005; Baumgartner et al.,
2009; Greene and Paxton, 2009; Sip et al., 2010, 2012; Gamer
et al., 2012) has been implicated in the production of decep-
tion. The present findings involve a smaller set of areas than
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FIGURE 4 | The interaction between response type (true or false) and

belief about the lie-detector (on or off). Panels on the left show the
activation cluster and panels on the right show parameter estimates in the
activation cluster in the right hippocampus/parahippocampal gyrus (A and B)

and left temporal pole (C and D). In these loci, the difference between the
BOLD activation caused by false vs. true responses was abolished (and for
the hippocampus/parahippocampal gyrus, reversed) when participants
believed the lie detector was off.

reported in previous neuroimaging studies of deception [for a
review see Sip et al. (2008a)]. Unlike these previous studies, we did
not observe activation in dorsolateral prefrontal cortex (DLPFC),
ACC, or the caudate nucleus. The fact that we found activa-
tion in a smaller set of regions than previously reported could
be due to several factors that are not substantive to the issue of
deception, such as the specific statistical model and significance
thresholds employed in different studies, specific characteristics
of the participant cohort, or the visual and auditory stimuli used
in the course of the interrogation. We speculate, however, that
a substantive factor—the realistic nature of the mock-theft sce-
nario used in the present study—might also potentially be at
play. Such scenarios have been shown previously to reduce par-
ticipants’ physiological arousal (indicated by skin conductance)
during interrogation, compared to more standard experimental
procedures (though it must be noted that this was observed in
the context of a different method for lie-detection, and may have
been modulated by reduced memory for crime-related items;
Carmel et al., 2003). Although negative findings (the absence of

activation in particular brain regions) must always be interpreted
with extreme caution, further work may benefit from attempting
to address the relation between how realistic a mock-crime sce-
nario is and how widespread neural activation across the brain is
during interrogation.

MAIN EFFECTS: DECEPTIVE vs. TRUTHFUL RESPONSES
Deceptive responses produced greater BOLD responses than
truthful responses, regardless of the belief condition, in three
regions: the right amygdala, right IFG, and left PCC. The amyg-
dala and IFG have been implicated in recent ecologically valid
examinations of deception (Abe et al., 2007; Baumgartner et al.,
2009; Sip et al., 2012). Here, the observed activation in the
amygdala, which is known to be involved in processing emotion-
ally relevant information [for a review see Dolan (2007); Olson
et al. (2007)], suggests that participants experienced an emo-
tional conflict resulting from making false claims while risking
a potential confrontation, and that this occurred regardless the
believed status of the lie-detector device. Abe et al. (2007) were the
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first to report amygdala involvement in producing verbal decep-
tion, employing a realistic scenario in which participants under-
went interrogation. They speculated that emotional processing,
reflected in the increased amygdala activation they observed, was
associated with attempts to deceive the interrogator. In a dif-
ferent study, Baumgartner et al. (2009) showed that breaking a
previously expressed promise and consequently deceiving oth-
ers in a social context appears to create anxiety associated with
social consequences of the act rather than with producing false
claims per se.

In previous studies, the PCC has been implicated in process-
ing the emotional aspects of context and in integrating emotion-
and memory-related processes (Mohamed et al., 2006). Here we
observe increased activation for producing false vs. true claims,
suggesting that the cognitive load associated with deception
places demands on emotional processing. This specific process-
ing, however, was not modulated by belief in lie-detectability,
indicating that it is largely independent of those processes that
mediate the emotion and anxiety engendered by the context of
such belief. Previous studies have also shown right IFG involve-
ment in deception (Gamer et al., 2007; Sip et al., 2012) as well
as in response inhibition (
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decision-making. They showed that the hippocampus not only
encodes reward value but also spreads it across items that were
not previously considered rewarding. In light of the present find-
ings, we propose that the neural connectivity between the hip-
pocampus/parahippocampal gyrus and amygdala (Phelps, 2004;
Smith et al., 2006) may facilitate a similar role for the hip-
pocampus/parahippocampal gyrus in context-dependent social
interactions, where social value must be flexibly assigned.

Interestingly, although activity in the amygdala was signifi-
cantly modulated by response (deceptive vs. truthful), this mod-
ulation did not interact with belief about the status of the
lie-detector. Our original hypothesis that the amygdala would
be a prime candidate for belief-related modulation was therefore
not borne out. Importantly, previous studies reporting deception-
related amygdala activation (Abe et al., 2007; Baumgartner et al.,
2009) did not have the immediate confrontation element that
was present in the interrogation scenario of the current study.
The absence of a significant interaction in the amygdala could
thus be due either to belief modulating other functions than the
emotional processes associated with amygdala activity, or to a ceil-
ing effect—the interrogation context may have been sufficient to
induce differential deception-related activity regardless of belief
about lie-detectability.

CONCLUSIONS
Overall, our findings suggest that belief in lie-detection efficacy
modulates a subset of the processes involved in producing decep-
tion. Cognitive processes involving reasoning and theory of mind,
mediated by the IFG and PCC, as well as emotional processes
mediated by the amygdala, are involved in the production of
deception—but the absence of modulation by belief in these
regions suggests that the processes they mediate are function-
ally separate from those involving belief. However, belief about
the detectability of lies does modulate activity in the tempo-
ral pole and hippocampus/parahippocampal gyrus, suggesting
that the social context and memory-related processing known to
be mediated by these regions are the aspects of deception that
are affected by belief. We, therefore, conclude that belief in the
efficacy of a lie-detection device matters, emphasizing the impor-
tance of such beliefs in both basic research and applied (forensic)
settings.
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